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Preventive healthcare aims at reducing the likelihood and severity of
potentially life-threatening illnesses by means of protection and early
detection. In this paper, a bi-objective mathematical model is
proposed to design a network of preventive healthcare facilities in
which each facility acts as M/M/1 queuing system so as to minimize
total travel and waiting time as well as establishment and staffing
cost. The number of facilities to be established, the location of each
facility, and the level of technology for each prospect facility are
provided as the main determinants of a healthcare facility network.
Since the developed model of the problem is of an NP-hard type, tri-
meta-heuristic algorithms are proposed to solve the problem.
Initially, Pareto-based meta-heuristic algorithm, which is called
multi-objective simulated annealing (MOSA), is proposed to solve the
problem. Subsequently, obtained results are validated by means of
two popular algorithms, namely non-dominated sorting genetic
algorithm (NSGA-1I) and non-dominated ranking genetic algorithm
(NRGA). Considering that solution-quality of all meta-heuristic
algorithms heavily depends on their parameters, Taguchi method is
used to fine tune parameters of the employed algorithms. The
computational results, obtained by implementing the algorithms on
several problems of different sizes, demonstrate the reliability of the
proposed methodology. It efficiently minimizes establishment and
staffing costs, as well as travel and waiting time for the service,
something which is directly related to the ultimate goal of managerial
strategies for maximum preventive healthcare participation
achievement.
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1. Introductionl

Preventive health care is of utmost importance to
governments, since they can make massive
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savings on health care expenditure and promote
well-being of the society. Preventive care
includes many services such as cancer
screenings, vaccinations, hepatitis screenings,
and smoking cessation programs. Despite the
benefits of these services, their uptake is not
satisfactory in many countries in the world. This
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can be attributed to financial barriers, social
issues, and some other factors. One of the most
important barriers for preventive care is
accessibility to proper services, which is a
function of various qualitative and quantitative
factors such as distance to travel, waiting time,
presence of other attractive facilities (e.g.,
shopping malls) in the vicinity, and even
cleanliness of the facilities. Statistics show that
even a small improvement in people’s
participation can save massive amounts of money
for any government and improve the well-being
of the people in a society [1].

Preventive healthcare services aim at reducing
the likelihood and severity of life-threatening
illnesses through early detection and prevention.
Effectiveness of these programs depends on mass
participation level and accessibility of the
facilities that provide such services to potential
users. In order for such services to be effective,
the preventive healthcare facilities should be
easily accessible. Factors that influence
accessibility include the number, type, and
location of the facilities as well as assignment of
the clients to these facilities. The level of
participation in preventive healthcare programs is
a critical determinant in terms of their
effectiveness and efficiency. Preventive health
care programs can save lives and contribute to a
better quality of life by diagnosing serious
medical conditions early. However, unlike sick
people who need wurgent medical attention,
undergoing through preventive healthcare is not
urgent. Hence, their clientele have more
flexibility regarding when and where to receive
such services. In order to maximize total
participation in a preventive care program, it is
important to incorporate how potential clients
choose the facilities to patronize [2]. Effective
preventive healthcare services have a significant

role in reducing fatality and medical expenses in
all human societiecs, and their level of
accessibility to customers can be considered as a
measure of their efficiency and effectiveness [3].

Healthcare infrastructure is essential for effective
operations of healthcare systems. An efficient
facility location can save cost and improve the
facility utilization. It is important to update the
knowledge of methods and applications to locate
healthcare facilities for different purposes [4].
The Preventive Health Care Facility Location
(PHCFL) problem is to identify optimal locations
for preventive health care facilities so as to
maximize participation. When identifying
locations for preventive health care facilities, we
need to consider the characteristics of the
preventive health care services. First, people
should have more flexibility in selecting service
locations. Second, each preventive health care
facility needs to have a minimum number of
clients in order to retain accreditation [5].
Reliability of modeling in facility location
problems is one of the most effective ways to
hedge against failures of system from time to
time. In reality, the combined facility location
network design problem with respect to the
reliability of system has several applications in
industries and services such as locating health
care service centers, locating gas compressor
stations, and designing water-tubing networks [6].
In this paper, total time spent in receiving
preventive health care services is used as an
indicator for accessibility of healthcare facilities.
This time includes the time it takes to go to the
facility as well as the time spent at the facility
while waiting and receiving the services. Fig. 1
shows a descriptive visual representation of the
envisioned system, input of which serves as
optimized main decision variables and the output
as the desired objective.

International Journal of Industrial Engineering & Production Research, December 2017, Vol. 28, No. 4



Multi-Objective Evolutionary Algorithms for A Preventive

Healthcare Facility Network Design

Keyvan Roshan, Mehdi Seifbarghy &

Davar Pishva 405

g

Low Establishment Cost

I I Low Maintenance Cost . Preventive

ey,

Convenient Accessibility.

e
Shorter Waiting Time.

//—'~
Attracti

active Surroundings.

Healthcare

Fig. 1. Visual Representation of the Envisioned System

The number of facilities to be established, the
location and the level of technology of each
facility are the main determinants of the
configuration of the healthcare facility network.
Such an approach clearly shows the need for the
development of an analytical framework for
making structural decisions with regard to
preventive healthcare facility networks and
addressed in this paper. The methodology
presented in this paper incorporates the
differentiating features of preventive healthcare.
A multi-objective simulated annealing (MOSA)
algorithm is presented to solve the proposed
model and its outcome is compared with
performance of non-dominated sorting genetic
algorithm (NSGA-II) and non-dominated ranking
genetic algorithm (NRGA).

The rest of the paper is organized as follows. The
next section provides literature reviews and cites
many relevant recent research results. Section 3
describes the problem in detail and formulates it
as a nonlinear programming model. Section 4
contains the development of the three meta-
heuristic algorithms. The application of the
proposed methodology and the statistical
comparisons of the solution algorithms are
studied next in Section 5 using several test
problems of different sizes. Finally, conclusions
are drawn and some possible future research
works are recommended in Section 6.

2. Literature Review
The facility location problems (FLPs) deal with
optimal location of new facilities along with their
demand nodes allocations, an area for which
many models have been developed under
different scenarios. The term “location” relates to
the modeling, formulation, and solving
methodology of a class of problems that can be
best described as locating facilities in some given

space. The FLPs have various applications in
realistic problems. One of the important scopes in
this approach is facility location of preventive
healthcare networks design. In practice,
preventive healthcare problems (PHPs) have been
used in generating substantial savings in the costs
of diagnosis and therapy along with the lower
capital investment [7]. Preventive programs can
save lives and contribute to a better life quality
by reducing the needs for radical treatments such
as surgery or chemotherapy. For example,
mammograms taken on a regular basis have the
potential to reduce deaths from breast cancer for
women between the ages of 50 and 69 by up to
40% [8]. Gornick et al. found out that 36% of
breast cancer patients without a mammogram
received the diagnosis of late stage cancer,
whereas this ratio was 20% for the patient group
who had undergone through mammography tests
[9]. Preventive healthcare programs can be
categorized into three groups with regard to their
objectives: (i) primary prevention aims at
reducing the likelihood of diseases in people with
no symptoms, e.g., immunizations of healthy
children; (ii) secondary prevention aims at
identifying and treating people who have risk
factors or are at very early stage of diseases, e.g.,
pap smears to detect early forms of cervical
cancer; (iil) tertiary prevention aims at treating
symptomatic patients in an effort to decrease
complications or severity of disease, e.g., sugar
control in a diabetic in order to mitigate vision
and nerve problems. Flu shots, blood tests,
mammograms and anti-smoking advice are
among the most well-known preventive services.
According to World Health Organization,
although many diseases can be prevented, the
current healthcare systems do not make the best
use of their available resources to support
preventive programs [10]. Most of these systems
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are based on responding to acute problems,
urgent needs of patients, and pressing concerns.
Preventive healthcare is inherently different from
healthcare for acute problems, and in this regard,
current healthcare systems worldwide fall
remarkably short. For instance, only 5% of the
$1.4 trillion spent on direct health care in the
United States goes to preventive health measures
and the promotion of general health [11]. An
effective way to improve the efficiency of a
regional healthcare system with limited recourses
is to increase the number of people receiving
preventive services, which has been an integral
part of many healthcare reform programs during
the past two decades [12]. Unlike the sick who
need urgent medical attention, people who seek
preventive services have more flexibility as to
when and where to receive preventive healthcare
services. Hence, accessibility of such facilities
becomes an important factor for the success of a
preventive healthcare program. Institute of
Medicine defined access as the timely use of
personal health services to achieve the best
possible health outcomes [13]. According to the
Institute, three groups of factors influence the
individuals’ use of services in healthcare:
structural, financial, and personal barriers. In this
paper, we focus on structural barriers that are
directly related to the number, type,
concentration, level of technology and location of
healthcare facilities, as well as available means of
transportation to the centers. This paper presents
a methodology for designing a network of
preventive healthcare facilities so as to minimize
their establishment and staffing costs, as well as
the average gross time required for the service.
Such objectives affect participation in preventive
healthcare programs, and there are empirical
evidences suggesting that the convenience of
access plays a key role in the participation. For
instance, Zimmerman found through a survey
that the convenience of access to the facility was
a very important factor in a client’s decision to
have prostate cancer screening [14]. Furthermore,
the main reasons given for nonattendance to
mammography screening were equally divided
between practical difficulties and negative
attitudes towards the process [15]. A survey by
Facione revealed that the perceptions of lack of
access to services were related to the decrease of
mammography participation [16]. Firstly, the
policy maker does not control the number of
people who seek the services at a given facility,
i.e., the selection is totally left to the clients.
Unless the services are offered at convenient

locations, people will not likely participate. That
is, the demand for preventive programs at
population zones decreases with respect to the
increase in the time that needs to be spent for
receiving the associated services. In the event that
people have to wait for a long time to receive the
services due to limited capacity, their willingness
to participate in preventive programs could
decrease significantly. Therefore, the level of
congestion at the facilities is a crucial factor that
is incorporated into our model. The second
significant factor is the apparent link between
volume and quality of preventive healthcare
services. For example, US Food and Drug
Administration required a radiologist to interpret
at least 960 mammograms and a radiology
technician to perform at least 200 mammograms
in 24 months to retain their accreditations [17].
Although the design of healthcare facilities has
been studied for a long time, the distinguishing
features of preventive healthcare are not
incorporated in the prevailing models. The
review by Daskin and Dean on the location of
healthcare facilities, for example, makes no
reference to preventive care [18]. Similarly, more
general literature reviews by Berman and Krass
and Marianov and Serra, which focused on public
facility location problems with stochastic demand
and congestion in the context of fixed versus
mobile servers, do not cite any articles on
preventive healthcare [19-20]. To the best of our
knowledge, an article by Verter and Lapierre is
the only paper that tackles the problem studied in
this paper [21]. Although there are many design
issues for preventive healthcare programs, our
paper focuses on the configuration of a network
of preventive healthcare facilities so as to
minimize their establishment and staffing costs
and the average total time. In representing
demand elasticity, the accessibility of a facility
can be modeled in terms of its proximity to the
potential clients [21], the total time required for
receiving the service [22], or an overall utility
[23]. In either case, the shape of the utilized
demand decay function represents the extent of
demand elasticity. The most common demand
decay functions in the literature are: the linear
function [21, 23]; the exponential function [24-
27]; the step function [28-29]. The most common
way of incorporating congestion in facility design
models is to represent the facility as a queue (e.g.,
M/M/1 or M/G/1) and include a capacity
constraint on the level of congestion. The
empirical evidence suggests that the time spent
waiting (or, the level of congestion) is also a
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significant factor in a client’s facility choice,
especially in preventive healthcare [30]. Thus, to
improve model realism, it is necessary to
incorporate congestion into a client’s decision-
making process. A good example of this is the
early work of Parker and Srinivasan who
considered waiting time as one of the attributes in
a client’s overall utility for alternative primary
care facilities [23]. One group of studies assumed
optimal-choice, i.e., each client will visit the
facility that is optimal with respect to her
preferences. Many authors, e.g., Berman [26],
Verter and Lapierre [21], Wang et al. [31], and
Berman et al. [27], simply assumed that clients
patronize the closest facility, whereas Parker and
Srinivasan assumed that clients choose the
facility with the maximum utility [23]. A second
group of studies considered probabilistic-choice,
i.e.,, each client’s facility choice is based on a
probability distribution, which is generated from
the attractiveness and proximity of each facility.
Marianov et al. proposed a facility location
problem with congestion using a probabilistic-
choice model to represent client allocation
behavior [32]. Our approach is more practical as
we assume that each individual would patronize
the healthcare facility that has the minimal
expected gross time (which comprises the travel
time plus the expected time clients spend at the
facility) rather than the closest facility [21].
Consequently, we also assume that the expected
number of participants decreases with an increase
in the expected gross time, rather than the
distance to be traveled. Despite the commonality
of these modeling constructs, there are significant
differences between our work and those that have
been done in the past and are summarized as
follows: first of all, Parker and Srinivasan [23]
aimed at maximizing total clients’ utilities
(benefits), whereas our objective is to minimize
establishment and staffing costs and the average
gross time. Second, they represented a client’s
overall utility via a weighted linear function of
several facility attributes (including, the type of
facility, travel time, waiting time, the time to get
an appointment, etc.), whereas we only
considered the expected total time. Finally,
Parker and Srinivasan presented a model for
waiting time as a linear function of the number of
clients, whereas we used the steady-state
expression for an M/M/1 queue in representing
the total time spent at a facility as a function of
the arrival and service rates. It is perhaps due to
these differences that our solution methodology
and results are quite different from that of Parker

and Srinivasan. More specifically, they do not
observe the determination of equilibrium facility—
client allocation sets (in which none of the clients
is willing to change the facility they patronize
according to the allocation). Zhang et al.
provided a methodology for designing a network
of preventive healthcare facilities so as to
maximize participation. The number of facilities
to be established and the location of each facility
were the main determinants of the configuration
of a healthcare facility network. They used the
total (travel, waiting and service) time required
for receiving the preventive service as a proxy for
accessibility of a healthcare facility. Four
heuristics were compared in terms of accuracy
and computational requirements [22]. In another
paper, Zhang et al. presented a methodology for
designing a network of preventive healthcare
facilities to improve its accessibility to potential
clients, and thus maximize participation in
preventive healthcare programs [33]. The
problem was formulated as a mathematical
program with equilibrium constraints. A Tabu
search procedure was developed to solve the
upper level problem. Gu et al. presented a new
methodology for solving the PHCFL problem.
They defined a new accessibility measurement
that combines the two-step floating catchment
area method, distance factor, and the Huff-based
competitive model in order to capture the
characteristics of preventive health care services.
They formulated the PHCFL problem based on
the new accessibility measurement as a bi-
objective model based on efficiency and coverage
and solved it using the Interchange algorithm [5].
Zhang et al. studied the impact of client choice
behavior on the configuration of a preventive
care facility network and the resulting level of
participation. They presented two alternative
models, named the “probabilistic-choice model”
and the “optimal-choice model”. Both models
were formulated as a mixed-integer program.
They proposed a probabilistic search algorithm
and a genetic algorithm to solve the problems
[33]. Afshari and Peng provided an overview of
methods and challenges for decision-making of
the healthcare facility location to ensure an
optimal solution. They suggested answers for
defined questions. Challenges were discussed in
detail for modeling and applications of healthcare
facility location problems. Their paper can be
used as a methodological guide for the location or
relocation of healthcare facilities [4]. Vidyarthi
and Kuzgunkaya studied the impact of system
optimal choice on the design of the preventive
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healthcare facility network under congestion.
They presented a model that simultaneously
determines the location and the size of the
facilities as well as the allocation of clients to
these facilities to minimize the weighted sum of
the total travel time and the congestion associated
with waiting and service delay at the facilities.
The problem was set up as a network of spatially
distributed M/G/1 queues and formulated as a
nonlinear mixed integer program, and a cutting
plane algorithm-based exact solution approach
was presented [34]. Davari et al. developed a
fuzzy bi-objective model with budget constraints
of the problem [35]. A modified version of the
model was introduced by modeling the
attractiveness by means of fuzzy triangular
numbers and treating the budget constraint as a
soft constraint. Two solution methodologies,
namely fuzzy goal programming and fuzzy
chance-constrained optimization, were proposed
as solutions. Both the original and modified
models were solved within the framework of a
case study in Istanbul, Turkey. Regarding
uncertainty in network design, Shishehbori
developed a mixed integer non-linear
programming formulation to model the combined
facility location network design problem with
unreliable facilities. He considered different costs
including facility location, link
construction/improvement, and transportation
costs as well as the maximum allowable failure
cost of the system in the mathematical
formulation [6]. Rohaninejad et al. addressed a
reliable facility location problem considering
facility capacity constraints. In reliable facility
location problem, some facilities may become
unavailable. Since failure of facilities could lead
to disruptions in facility location decisions, their
approach was an attempt to reduce the impact of
such disruptions. A novel mixed-integer
nonlinear programming model was presented and
two different heuristic procedures were
developed [36]. Nasiri et al. declared that
location of hubs and allocation of demands to
them was of high importance in the network
design. The most important objective of these
models was to minimize the cost, but the
importance of path reliability was also
considered. They proposed a P-center hub
location model with full interconnection among
hubs, while there existed different paths between
origins and destinations. They determined a
reliable path that had lower cost. They utilized
Cuckoo Optimization Algorithm in order to solve
the problem for large instances [37]. Hosseini-

Motlagh addressed a mixed integer linear
programming model for blood supply chain
network design with the need for making both
strategic and tactical decisions throughout
multiple planning periods. They used robust
programming approach to deal with inherent
randomness in parameters. They employed two
criteria: the mean and standard deviation of
constraint violations under a number of random
realizations to assess the performance of both the
proposed robust and deterministic models [38].
Taylor et al. presented the continued
development of a Safety Risk Assessment (SRA)
toolkit to be used proactively during the design of
healthcare facility projects [39]. Following
content development, the tool was tested at three
project sites and through hypothetical scenarios
in an interactive testing process engaging expert
panels.  The  testing revealed  tactical
considerations (content clarity, redundancy, etc.)
and strategic aspects (themes related to use) for
finalizing the tool. Davari et al. addressed the
problem of designing a preventive health care
network considering impatient clients and budget
constraints [1]. The objective of their model was
to maximize the accessibility of services to
people. They formulated the problem as a mixed-
integer programming problem with budget
constraints and congestion considerations. An
efficient variable neighborhood search procedure
was proposed and computational experiments
were performed on a large set of instances. Krohn
et al. considered clients' utility function to include
variables denoting the waiting time for an
appointment and the quality of care. Both
variables were defined as a function of a facility's
utilization that yields a mixed integer non-linear
model formulation. They assumed that the
waiting time for an appointment could be
considered categorical. The minimum quantity
requirement was considered as a categorical
variable. They illustrated that the problem can be
solved optimally within an acceptable time by
applying GAMS /CPLEX to our instances based
on both artificial data as well as in the context of
a case study based on empirical data [40].
Javanmardi et al. developed a service network
design model of preventive healthcare facilities
with the principal objective of maximizing
participation in the offered services. They
considered utility constraints and incorporated
demand elasticity of customers due to travel
distance and congestion delays, optimal number,
locations and capacities of facilities as well as
customer assignment to facilities were
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determined. They solved linearized model by
developing an exact algorithm [3]. Ahmadi-Javid
et al. declared that the lack of a comprehensive
review in the last decade was a serious
shortcoming in the literature of healthcare facility
location (HCF). They presented a framework to
classify different types of non-emergency and
emergency HCFs in terms of location
management, and reviewed the literature based
on the framework. They classified researches on
HCF considering criteria such as uncertainty,
multi-period  setting, particular input/setting,
objective function, decision variable, constraint,
basic discrete location problem, mathematical
modeling approach, solution method, and case
study inclusion [41]. Verjan et al. worked on
Home Health-Care (HHC), a slowly evolving
concept in recent decades. Their idea was to
reduce pressure on inpatient hospital beds by
providing care to patients at their homes. HHC
centers could undertake more complex care such
as end-of-life  care, chemotherapy, and
rehabilitation. They accomplished two main
objectives: (i) design a home health-care network
by locating HHC centers across a territory, taking
into account medical demand and costs of
resources and facilities; (i1) optimally manage the
activities of HHC centers by deciding on the
outsourcing of critical processes for patient care
[42].

3. Problem Definition
In this paper, a novel bi-objective preventive
healthcare facility network design model within
M/M/1 queuing framework is developed. Let
G=(N,L) be a network with a set of nodes N
(IN]=n) and a set of links L. The nodes represent
the neighborhoods of a city or some population
zones, and the links are the main transportation
arteries. The fraction of clients residing at node i
is denoted by h;, ie N. We assume that the
number of clients who requires medical service
over the entire network is Poisson distributed
with a rate of 4 per unit of time, and thus ie N
from each node i at a rate Ak, We assume that
there is a finite set of potential locations (Xe N)
in G for the facilities. We also assume that a
single service team in facility located at point j
can provide an average of u; services per unit of
time, je X; see [43]. We further assume that the
service time is exponentially distributed.
Therefore, each facility is an M/M/1 queue. We
denote the number of technology levels for each
potential location of the facility by ke M
(IMj=m). This way, parameter u; changes to u; for

each potential location and each level of
technology. For the ease of exposition, we also
assume that uy;= w, je X, although this
assumption can easily be relaxed within the
context of our model. Since our paper focuses on
a non-appointment system, we can assume the
arrival times to the facility to be randomly
distributed and the problem as an M/M/1 queue.
In a pure appointment-based system for
preventive healthcare, the appointments are very
often determined for the convenience of both the
service provider and the client. Consequently, the
arrival times to the facility can be viewed as
deterministic, and hence require the use of D/G/1
(or D/M/1) queues. In this approach, however,
there is no closed-form expression for the
expected waiting time for such queues. It is to be
mentioned that a hybrid system which allows
both appointment and non-appointment schemes
is a very complicated queuing system and beyond
the scope of this study. We denote by T;; the
average total time that individuals from node i
spend in order to receive service at facility
located at point je X.
Tij = tij + Xk=1 Wik zj ey

Average total time T;; comprises two
components: (i) The travel time from node i to
facility located at point j through the shortest path
denoted by t;;; (i) The average time clients
spend at the facility with the special level of
technology including waiting and receiving
service, denoted by VT/jk. In our model, the
assumptions are as follows:

e Number of clients requiring medical service
over the entire network is Poisson
distributed with a rate of 1 per unit of time,
and thus from each node i at a rate Ah;, i€ N

e There is a finite set of potential locations (X
€ N) in G for the facilities

e There is a single service team in facility
located at point j that can provide an average
of u; services per unit of time, j€ X.

e The service time is exponentially randomly
distributed. Therefore, each facility is an
M/M/1 queue.

e The number of technology levels for each
potential location of facility is denoted by &
€ M (|M|=m).

e Service rate uj is both for each potential
location and each level of technology. For
the ease of exposition, we also assume that
Wix= Ui, j€ X, although this assumption can
easily be relaxed within the context of our
model.
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e All individuals from the same node request
service from the same facility

e In the long run, the clients will gather
sufficient information about the total time
required to obtain preventive healthcare
services at the facilities in their vicinity,
although each client may visit these
facilities, infrequently.

The fraction of clients from node i who request

service from facility j, denoted by ay is a

decreasing function of the expected travel time.

a; i = |

{Aij _y(tij) lf tij <$ i€ N,jE X, k€ M.

0 otherwise

2

where A4;; is the fraction of clients from node i
who would visit facility located at point j when
T; j =0, ie., the intercept of the demand decay
function, and y is the slope of the demand decay
function. In addition, 4j is the rate of clients

requesting service from node j. Then,

A=Y haj , je X. 3)
Since the system is an M/M/1 queue,

-~ 1 :

ij:_uk-/lj je X, ke M. (@)

The objectives of our problem are to find the
optimal set of locations j€ X so as to minimize
establishment and staffing costs and the average
total time. To formulate the problem as a
mathematical program, our model includes three

decision  variables, defined as follows:
1 if clients from node i require service from
Xij = { facility located at point j,
0  otherwise.
_ {1 if facility is located at node j,
YiT o otherwise.
1 if facility located at point j , use the level of
Zjy = { technology k,
0 otherwise.
Finally, the proposed mathematical model is presented as follows:
min Yy H/.y/.+zzm:uz/kij (5)
Jex ’ jex k=1 H oy ‘
min z Z T_ijxij = z z (¢; + z ijzjk )X, (6)
i=1 jeX i=1 jeX k=1
S.t.
D ox, =1 ieN (7
jex
X; <Y, ieN jeX ()
> H,y, <R, 9)
jeX
dzu=y, JjeX (10)
k=1
X+ Wiz, )<ty +Y Waz, +M(1-y)  ieN jeX k=12..m (11)
k=1 k=1
/12 h[a,.jx,.jsz ez, jeX (12)
i=1 k=1
a;x; >0 ieN jeXx (13)
Xy V2 =0.1 (14)

ieN jeX k=12,....m
Where,
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— 1
Wi=—— jeX k=12,..m

n
My~ ’12 hyax,
i=1

a,=A4,—yt; ieN jeX

Constraints (5) and (6) are respectively objective
functions wherein the first one defines to
minimize establishment and staffing costs, and
second one is used to minimize the average total
time. Equation (7) ensures that each node is
serviced by one facility. Constraint (8) guarantees
that clients can require service only from open
facilities. Constraint (9) specifies the maximum
amount of establishment costs defined by R,
Equation (10) defines that only one technology
can be used in each facility. Constraint (11),
where M represents a big number, stipulates that
clients choose the facility that has minimum
expected total time. Constraint (12) indicates the
stability of the queue and constraint (13) forbids
negative ;. Constraint (14) indicates binary
nature of the decision variables.

As mentioned earlier, since the model is a
constrained nonlinear mixed integer
programming type, and that exact methods are
inefficient to solve it, in the next section, three
meta-heuristic algorithms are proposed to find
near—optimal solutions.

4. Solving Methodology
Since the proposed mathematical model of the
problem at hand is a constrained non-linear
integer programming (NLIP) type that is NP-

min £(0)={ 4 (), -, /i ()]

g (x)<0,i=1,2, ..M

hj(x)=0,j=1,2, .,P

xes

where x = (x;,x,,...,, )T are decision variables,
and f;=R" >R (i=1, 2, .., k) are objective
functions. Furthermore,
g hi:R" >R (i=1,2,..,mj=12,..,p)

are inequality and quality  constraints,
respectively. Now, solution x; dominates

solution x, if:
D L)< fi0n), Vi=l 2, .k
2) Fiefl, 2, o k) £i(x) < fi(xy)

hard, an exact solution is hard (if not impossible)
to obtain [44]. In this section, three multi-
objective evolutionary algorithms (MOEASs),
called NSGA-II, NRGA, and MOSA,
successfully applied to complex problems by
researchers, are developed to solve the proposed
mode.

4.1- Fundamental concept of multi-objective
algorithms

Multi-objective evolutionary algorithms (MOEA)
are new kinds of the meta-heuristic algorithms
that can be defined as the process of
simultaneously  optimizing two or more
conflicting  objectives. In  multi-objective
optimization problems, a vector of decision
variables optimizes a vector of objective
functions. In other words, from the presence of a
number of objectives, a set of optimal solution,
namely Pareto optimal solution, is obtained rather
than a single optimal solution. Vilfredo Pareto
proposed the concept of Pareto optimal solution
in 1986.

In the proposed model, there are three conflicting
objectives, and in order to generate the Pareto
optimal solution, the following must be
performed:

(15)

(16)
(7

Under these circumstances, a set of solutions that
cannot dominate each other is called Pareto
solutions set or Pareto front. Therefore, the
objective is to obtain Pareto optimal front. To
obtain Pareto optimal front, two main
characteristics should be achieved: (I) good
convergence of the Pareto front; (II) good
diversity within the solutions of the Pareto front.

4.2- The NSGA-I11

Srinivas and Deb introduced Non-dominated
Sorting Genetic Algorithm (NSGA) [45]. NSGA
uses Goldberg’ s domination criterion to assign
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ranks to the solutions. Fitness sharing also is
utilized in NSGA to control diversity of solutions
in the search space. Performance of NSGA highly
depends on the parameters of the fitness sharing
and other parameters used in the structure of the
algorithm. Hence, Deb et al. proposed an
extended version of NSGA, namely NSGA-II
[46-47].

Ranking of the solutions is performed by means
of Goldberg’ s domination criterion. However,
as stated in the original reference [46], the
complexity order of NSGA-II is reduced by a
factor of N according to its predecessor (NSGA),
where N indicates the number of solutions
(population size). NSGA-II uses a fast non-
dominated sorting, with the complexity of O
(MN2), to assign the ranks of individuals in the
population with size N, where the multi-objective
optimization problem has M objective functions.
Diversity of solutions is controlled by Crowding
Distance in NSGA-II. Crowding distance is
defined for solutions of the same rank. The
shorter the crowding distance, the more crowded
the area, where the solution is in, and vice versa.
Hence, when selecting between two solutions
with the same rank, the one with the higher
crowding distance is preferable. The evaluation
process in NSGA-II is shown in Fig. 2.

Non—dominated sorting

TS _D ________________

Mechanism of evolution in NSGA-II is illustrated
in Fig. 3, where P; indicates the main population
at iteration t. A mating pool is created and filled,
applying the binary tournament selection rule to
the main population. In binary tournament
selection rule, first, two solutions are selected
randomly from the population. The one with
lower rank is selected if the solutions are from
different ranks. If the solutions have identical
rank, the one with higher crowding distance is
selected. Crossover and mutation operations are
applied to the solutions in mating pool to create a
new population Q.. Main population and new
population are merged to create a larger
population, R;. Fast Non-dominated sorting is
performed and the solutions in R, are sorted in
several fronts. To create the main population of
next iteration P, with the same size as P,, it is
necessary to perform a selection operation. To do
so, the fronts are added to P, in increasing order
of ranks, until the capacity of Py, is not
exceeded. If without a front, P, has fewer
elements than P, and together with a front it has
more elements, the front must be selected
partially. To perform a partial selection, the
elements of the front are sorted in a decreasing
order of crowding distances, and the elements of
next iteration are selected from top of the front.

Crowding distance sorting

1+

Fig. 2. Evaluation process in NSGA-I1

4.2.1- Coding and decoding process

In order to increase the feasibility of the
chromosomes in satisfying more constraints, a
new type of chromosome is proposed in this
research for coding the solution. The coding
process takes place in two steps of encoding and
decoding, details of which are described in the
following two subsections.

The numbers of required facilities associated with
the allocation of the customers to the facilities
together with the levels of technology associated
with the allocation of technology to facilities are
decision variables that must be considered in
chromosomes. The following four steps describe
pertinent portions of a chromosome by which
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some constraints are satisfied based on the values
of these decision variables.

(I) The customer nodes are coded in the first part
of the chromosome using a IxN vector. Each
element of this vector contains a random number
between zero and one.

(IT) The facility nodes are coded in the second
part of the chromosome using a 1xM vector.
Similarly, each element of this vector includes a
random number between zero and one.

(IIT) The third part of the chromosome consists of
a random number (v) which is between one and
the maximum number of potential facilities that
can be on-duty (M).

(IV) The levels of technology nodes are coded in
the fourth part of the chromosome using a 1xv
vector. In a similar manner, each element of this
vector includes a random number between one
and the maximum number of levels of technology
(K).

n, | ng | ng

ny

e [irst part

lll Iiz ,!3 e

Ny | el Second part

(1 < Random number < m)

= T'hird part

k 1 kg

"3 “ee

ko | S Fourth part

Fig. 3. Solution representation

The decoding process that comes after
chromosome representation is one of the most
important steps in meta-heuristic algorithm. The
parentheses containing numbers in different
boxes of this flowchart correspond to step
numbers.

In order to better illustrate the coding process
consisting of encoding and decoding schemes,
consider a numerical example in which N =5, M
=5, and K = 3. Then, apply the following steps

(1)-(8) to both encode and decode the
chromosomes in the following manner:

(1) Regarding the third part of a chromosome, a
random number (v) between one and five (the
maximum number of potential facilities: M), e.g.,
v =3, is generated.

(2) Based on the second part of a chromosome,
vector m with five genes is generated in which
each gene contains a number between zero and
one. Fig. 4 shows m vector.

0.43 | 0.18

0.58

0.93 | 0.29

Fig. 4. Generated vector m

(3) Sort the genes of vector m in an ascending order while reserving the positions as shown in Fig. 5.

0.18(2) | 0.29(5) | 0.43 (1) | 0.58 (3) | 0.93 (4)

Fig. 5. Sorted vector m

(4) As illustrated in Fig. 6, the first three (v) genes of the sorted vector are chosen to be open facilities.

0.18 (2) | 0.29 (5) | 0.43 (1) | 0.58 (3) | 0.93 (4)

\*

Opened facilities with regarding to v = 3
Fig. 6. Opened facilities
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(5) This step reports the facilities that are selected for the assignment process. The position number of the
potential facilities before the sorting process represents the selected facilities. Fig. 7 illustrates this step.

0.18(2) | 0.29 (5)

0.43 (1)

0.58 (3) | 0.93(4)

7

L— —

Selected (active) facilities "—miy 2 5, ]

Fig. 7. Solution representation

(6) According to the first part of a chromosome, vector n with five genes is generated in which each gene

contains a number between zero and one (Fig. 8).

1 0.65|0.32|0.19]/0.09 0.73 |

Fig. 8. Number of selected facilities

(7) Calculate for H vector using H; = (Lv X niJ + 1) , as shown in Fig. 9.

(2 [ 1] 1]1]3]

Fig. 9. Generated vector n

(8) In the final step, based on the fourth part of a chromosome, vector £ with three (the maximum number
of the selected facilities: v) genes is generated in which each gene contains number between one and three
(the maximum number of levels of technology: K). Fig. 10 shows generated vector .

L2 |

1 |3 |

Fig. 10. Vector K

Each cell of the fourth vector will be zero if the
corresponding cell of the second vector is zero.
This implies that if a facility node is not selected
in the second vector, no server can be on-duty in
the fourth vector.

The objective-function evaluation step is
performed after the decoding process. However,
since some constraints are likely to be violated,
they are penalized using the method given in
[49]. In other words, infeasible solutions are
fined using Eq. (18)

P(x)zMxMax{(%x)—lj,O} (18)

where M, g(x), P(x), and f(x) represent a large
number, the constraint under consideration, the
penalty value, and the objective function value of
chromosome x, respectively. In this equation,
which is designed for a constraint like g(x) < b,
more violations receive bigger penalties.
Moreover, penalty values are considered for all of
the three objective functions through an additive
function given in Eq. (19).

f(x) ; X € feasible Region

F(x)= { . (19
f(xX)+P(x) ;x¢ feasible Region

4.2.2- Selection method and elitism

Two operators, called fast non-dominated sorting
(FNDS) and crowding distance (CD), are
implemented for ranking the population. FNDS
assigns the ranks to individuals of the population
according to concept of domination wherein a
lower value shows a better rank. CD is then
calculated for the solutions with the same rank
and estimates density of solutions which are laid
surrounding a particular solution in the
population. In fact, CD is used for controlling the
diversity of the solutions and a higher value
shows a better solution that is laid in a less
crowded area. Details of the calculations of these
operators are shown in [46, 48]. Next, binary
tournament selection method is used to create the
mating pool by randomly selecting two solutions
from the population first. When the solutions are
from different fronts, the one with lower rank is
chosen; otherwise, the one having a higher CD
would be selected.

The Elitism process of the NSGAII can also be
seen in the above Fig. 2, wherein R, denotes the
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main population within the ty iteration. After
creating a mating pool by the means of the
tournament selection, crossover and mutation
operators are applied to the solutions of the
mating pool to create a new population Q. Then,
the main and new population are combined
together to create Rt. Subsequently, FNDS is
executed and the solutions of R, sorted in several
fronts. Selection operator is again used for
creating the main population of the next iteration
Py, with the same size as Rt. While the capacity
of Py is not exceeded, the fronts are added to
Py, in the increasing order of front ranks. In
situation without a front, P.; has fewer members
than R;; in a situation with a front, it has more
members, and so the solutions must be selected
partially. For partial selection, the members of
the front are sorted in the decreasing order of

offspring, = Bx parentl +(1—- ) x parent2
offspring, = Bx parent2 +(1— ) x parentl

To illustrate this operation, suppose that a
random vector 6 with a dimension equal to the
size of the selected part (say the second part) of
the chosen chromosome (parent) is generated.
Then, offspring is obtained using Eq. (20) as

crowding distances, and elements of next
iteration are selected from top of the front.

4.2.3- The crossover operator

The following steps demonstrate the crossover
operation of this research:

(I) At least, one of the three parts of a
chromosome is considered.

(I1) Regarding the crossover probability (Pc), a
number of chromosomes are randomly selected to
generate offspring. The number of chromosomes
for carrying out the crossover operator is
obtained by Pc x nPop.

(IIT) A continuous crossover operator is
implemented in which a random vector () is first
generated and the offspring is generated using
Eq. (20) [50].

(20)

shown in Fig. 11. We note that in order to avoid
generating infeasible offspring, each exchange is
examined to assure feasibility of the generated
offspring.

“hew | 013 | 045 1075 021 | 0a1 | 087
| Parent 1 | 023 | 0.04 056 | 0.54 | 010 | 0.98 |l Paren2 | 033 | 0.54 [0.65] 023 | 0.16 | 043

’

Offspringl .23 0.04 0.56 0.54 0.10 098

-~

OffspringZ .33  0.54 0.65 023 016 043

Fig. 11. An example of the crossover operator

4.2.4- The mutation operator

Mutation operator alters a certain percentage of
the bits in the list of chromosomes and keeps
algorithm from converging too fast before
sampling the entire cost surface [48]. The
solution spaces that are not discovered by the
crossover operator are found using the mutation
operator. The steps involved in the mutation
operation of this research at each iteration are as
follows:

(I) At least, one of the three parts of a
chromosome is considered.

(IT) With the mutation probability (Pm), a number
of chromosomes are randomly selected to
generate offspring. This number is obtained by
Pm x nPop.

(III) The swap mutation is considered for
mutation implementation [50]. In the swap
mutation, two positions are randomly selected to
swap with each other. Fig. 12 illustrates this
operation.

Once again, to avoid infeasible offspring, each
exchange is examined upon constraints to assure
generating feasible offspring.
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Parent \ 0.21 \ 0.85 | 0.76 | 0.34 \ 0.65

Ofrspring\ 0.21 | 0.65 | 0.76 ‘ 0.34 ‘ 0.85 |

Fig. 12. An example of the mutation operator

4.3- The NRGA

Another popular MOEA, which is utilized in this
paper, is NRGA [51]. The main difference
between NSGAII and NRGA is their selection
strategy. Instead of binary tournament selection,
NRGA utilizes roulette wheel selection. In
NRGA, after calculating FNDSs and CDs of all
individuals, two tires of rank-based roulette
wheel selection are used. One of these tires is
used for selecting front (based on ranks) and the
other one is used for selecting solutions from the
front (based on CDs). This way, a front with
higher rank has the higher probability to be
selected. In addition, in selected fronts, solutions
with higher CD are more likely to be chosen.
Therefore, the only change for NRGA is in the
selection process in which the roulette wheel
selection is used instead of binary tournament
selection.

4.4- The MOSA

Simulated annealing (SA) was first introduced by
Kirkpatrick et al. to obtain near-optimum
solutions of optimization models that are hard to
solve using conventional procedures [52]. Since
then, several authors have employed SA in
various optimization problems. SA is a general
random search algorithm based on stochastic
mechanism of physical annealing process in
metallurgy. Generally, the objective value of a
solution is equivalent to the internal energy state.
The steps involved in the developed SA of this
research are explained in the following
subsections.

4.4.1- Initialization

In this step, the input parameters of SA are
initialized. The parameters are: (1) The initial
temperature 7p which is the temperature at the
beginning of each iteration, (2) The final
temperature 7, which is the temperature at the
end of each iteration, (3) The number of iteration
in each temperature nft, and (4) The temperature

reduction rate . Temperature at iteration £, Ty, is
obtained using Eq. (21) [52].
T, =BxTy_;;h>2,0< <1 (21)

4.4.2- The coding process

As mentioned in “The developed coding
process”, to enhance feasibility of solutions and
satisfy more constraints, a new type of coding
process that includes encoding and decoding
schemes is proposed. These schemes for SA are
similar to the ones described for NSGA-II.

4.4.3- Main loop of the SA

SA starts with a high temperature and randomly
chooses initial solution wy. The initial value of T
acts as a controller parameter of the temperature,
and a new solution w, within the neighborhood of
the current solution @ is calculated at each
iteration. If the value fitness function, f (w,), is
less than the previous value f (w), the new
solution is accepted. Otherwise, in order to
escape from the local optimal solution, the new
solution is accepted with a probability
(Probabiltys,) derived from Eq. (22) [52].

A

Probability ¢, =e T . AZMXIOO (22)
f(@n)

This process is repeated until the desired state of

the algorithm is reached.

4.4.4- Neighborhood representation

To represent the neighborhood structure, the
proposed mutation operator of NSGA-II,
described in “The mutation operator”, is utilized
to avoid fast convergence of SA.

4.4.5- Multi-objective operators of the MOSA

While the objective function value is used to rank
the solutions in a single-objective algorithm, the
domination concept is utilized for ranking in
Pareto-based multi-objective algorithms. In the
NSGA-II algorithm [46, 48], the fast non-
dominated sorting (FNDS) operator was
employed for inserting the dominance concept by
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searching the first goal called convergence.
Smaller values of FNDS indicate better ranks. To
search for the second goal named diversity,
another operator named crowding distance (CD)
was considered in NSGA-II to estimate the
density of similar rank solutions laid surrounding
a particular solution. Bigger values of CD show
better solutions lying in a less crowded area.

Next, a binary tournament selection is performed
according to the above two operators, in which if
solutions are from different ranks, the one with
smaller rank is selected, otherwise, the one
having a higher value of CD is used. Fig. 13
illustrates the pseudo code of MOSA algorithm
based on the basic operators of a SA algorithm
and the described multi-objective operators.

Parameter setting: popsize. nMove, num it frontmax
Initialization: Generate initial solutions
Evaluation: Evaluate mitial solutions

Perform non-dominate sorting and calculate ranks
Calculate crowding distance (CD)
Sort population according to ranks and CDs

P=population
For 1t=1: num.it

for i=1:popsize
for =1 nMove

5y(1)= perform neighborhood structure on the solution i of the population

end
end

Perform non-dominate sorting and calculate ranks (3.)
Calculate crowding distance (CD) (S
Sort population according to ranks and CDs (S;)

for i=1-popsize
if ~Dominates (P41}, S: (1))
Q D=5
else
delta=Cost P, (1)- Cost S,(1)
p=exp(-delta/T(it}}
if rand=p
Q: (=5
end
end
end

R.=P, Q.

Perform non-dominate sorting and calculate ranks (R
Calculate crowding distance (CD) (Rs)

Sort population according to ranks and CDs (B

if size( Rt )= frontmax
Pt =Select frentmax number of the selution
non-dominate sorting and calculate ranks (Pt
Caleulate crowding distance ( Pt)
end
Update T
End

Fig. 13. Pseudo code of the MOSA

4.4.6- Stopping criteria

Stopping criteria are a set of conditions such that
a good solution is obtained when satisfied. While
different criteria are used to stop the algorithms,
in this research, algorithms stops when an
improvement in the fitness function values for
several successive generations is not achieved.

5. Computational Results
This section provides details of the proposed
methodology and the performance comparisons
of the three meta-heuristic algorithms using a
parameter tuning procedure. Initially, some
multi-objective  performance  metrics  are
introduced.

5.1- Multi-objective metrics

In order to evaluate the performances of the three
multi-objective meta-heuristic algorithms, the
following five metrics are used:

1. Diversity, to measure the extension of the
Pareto front [53].

2. Spacing, to measure the standard deviation of
the distances among solutions of the Pareto front
[54].

3. Mean ideal distance (MID), to measure the
convergence rate of Pareto fronts to a certain
point (0,0) [53].
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4. Number of found solutions (NOS), to count the
number of the Pareto solutions in Pareto optimal
front.

5. The CPU time: to measure the amount of time
required by the algorithms to reach near-optimum
solutions.

5.2- Parameter setting

In the following two subsections, we present
parameter settings of both the model and
algorithms.

5.2.1- Tuning model parameter

To assess the model, 20 test problems are
generated randomly. These problems are
categorized based on the number of customers
(I), the number of facilities (J), and the maximum
number of on-duty servers (K). Each test problem
is employed three times and the average solution
values are obtained and used for performance
evaluations. Tables 1 and 2 contain different
values of these parameters and provide some
relevant additional information.

Tab. 1. Input of the model

Test Problem
Number ! J K
1 4 4 2
2 7 7 2
3 9 9 3
4 12 12 3
5 14 14 4
6 17 17 4
7 19 19 4
8 22 22 5
9 25 25 5
10 27 27 6
11 30 30 6
12 32 32 6
13 35 35 7
14 37 37 7
15 39 39 8
16 41 41 8
17 43 43 9
18 45 45 9
19 48 48 10
20 50 50 10
Tab. 2. Input of the parameter
Parameter Value Parameter Value
A 10 h; Uniform(0,1)
y7 Uniform(7,10) H j Uniform(200000,300000)
Ly Uniform(0,1) Cy Uniform(10,50)
C,'c Uniform(10,50) Riax 800000
4 0.55 A 0.95

5.2.2- Tuning algorithm parameters

In order to calibrate the parameters of the
proposed algorithms, the Taguchi method is
utilized in this research. Taguchi method is a
fractional factorial experiment (FFE) that is
proposed by Taguchi as an efficient alternative to
full-factorial experiments [55]. Taguchi method
uses orthogonal arrays for setting family of
experiences to study a group of decision variables

or factors. In this method, factors are categorized
into two groups: (1) controllable or signal factors;
(2) noise factors. Now, based on the concept of
robustness, the method seeks to minimize the
effect of noise and determine the optimal level of
signal factors. To do so, the signal-to-noise ratio
(S/N), which calculates the amount of variation
of the response, is implemented. According to the
type of the response, the variation calculation in
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the Taguchi approach is classified into three main
groups of (1) smaller-the-better type, (2)
nominal-is-best type, and (3) larger-the-better
type. Then, the aim of the method is to maximize
the S/N ratio. For more details on the Taguchi
approach, one can refer to [55-56]. Due to
minimization nature of the objective functions of
this research, the smaller-the-better type of the
response is used. Eq. (23) formulates S/N of this
type of response, where Y denotes the response
and n shows the number of orthogonal arrays.

(%) —10xlog[%yz)]

To conduct the Taguchi method more
comprehensively, MID metric is considered in
this research. As mentioned, in Pareto-based
algorithm, one of the main goals is good
convergence. Among introduced metrics in
Section 5.1, CPU time and MID are the ones that
measure the convergence rate of the algorithms.

(23)

In order to utilize the Taguchi method, the levels
of the factors are first determined in Table 3. As
observed, factors are presented in two ways: their
actual names along with their coded names. For
example, in NSGA-II, A represents nPop.
Moreover, three levels are considered for each
factor involved in the algorithms. Then, using
Minitab Software, the L9 design is used for
NSGA-II, NRGA, and MOSA. The orthogonal
arrays of these designs along with experimental
results are shown presented in Table 4 (for
NSGA-II and NRGA) and Table 5 (for MOSA).
For each algorithm, the effect plot for S/N ratio is
presented in Fig. 14.

The highlighted cells of Table 3 show proper
levels of the parameters in all algorithms. For the
other algorithms, a similar approach is used,
wherein the selected levels of their parameters
are also the highlighted ones in Table 3.

Tab. 3. Algorithm parameter ranges along with their level

me tigg(;?oggies Parameter Low Medium High

P. 0.6 0.8 0.99

P, 0.01 0.2 0.4

NseA-1T nltysga-i 100 300 500

nPOPNsGa-1II 25 100 200

P, 0.6 0.8 0.99

P, 0.01 0.2 0.4

NRrGA ltysgarr 100 300 500

nPOPNsGa-11 25 100 200

Ty 10 5 1

Ty 100 200 300

Mos4 nltsy 100 300 500

B 0.9 0.8 0.7

Tab. 4. Computational results to tune NSGA-Il and NRGA
Run NSGA — Il & NRGA Parameters MID Measure

order P. Py nltgy  nPopgy NSGA-II NRGA
1 0.6 0.01 100 25 755971 1963552
2 0.6 0.2 300 100 647170 229678
3 0.6 0.4 500 200 651400 232608
4 0.8 0.01 300 200 282613 556646
5 0.8 0.2 500 25 573698 238247
6 0.8 0.4 100 100 244247 252179
7 0.99 0.01 500 100 211143 740841
8 0.99 0.2 100 200 688902 688349
9 0.99 0.4 300 25 689899 656008

Tab. 5. Computational results to tune MOSA

Run MOSA Parameters MID Measure

order Tr To nlts, B MOSA
1 10 100 100 0.9 795150
2 10 200 300 0.8 663042
3 10 300 500 0.7 654384
4 5 100 300 0.7 873605
5 5 200 500 0.9 582942
6 5 300 100 0.8 684548
7 1 100 500 0.8 619120
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Fig. 14. Taguchi ratios for all proposed algorithms

5.3- Results analysis

In this section, the performances of the proposed
tuned multi-objective solving methodologies are
evaluated and compared using the multi-objective

metrics given in Section 4.1. Tables 6, 7, and 8
contain the computational results of employing
the algorithms on the 20 test problems introduced
in Section 4.2.1, where “NA” shows that the
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algorithm cannot find Pareto front in the reported
time. For these cases, the metric based on the
whole test problems is also plotted in Fig. 15.
Moreover, the algorithms are statistically
compared based on the properties of their
obtained solutions via the analysis of variance

method. The P-values of these tests on each
metric are summarized in Table 9. To clearly and
highlight the results of the tests, for the cases
where a significant difference is obtained,
Interval plots are shown in Fig. 16.

Tab. 6. Multi-objective metrics obtained for NSGA-II

Proposed NSGA-II

N K Diversity NOS Spacing MID %};Z
1 4 2 17652 6 7.2175 549616 614
2 7 2 66450 4 0.104 498996 608
3 9 3 442994 9 130604 613094 615
4 12 3 177074 2 0 651352 643
5 14 4 406409 2 0 516649 636
6 17 4 0 1 NaN 289466 653
7 19 4 179018 2 0 623219 629
8 22 5 202702 3 76071 739988 632
9 25 5 161412 3 68171 720135 631
10 27 6 215223 4 16592 761161 611
11 30 6 187613 2 0 689675 647
12 32 6 189548 2 0 745928 657
13 35 7 188086 2 0 737407 640
14 37 7 20038 2 0 242570 628
15 39 8 238085 3 80802 851085 635
16 41 8 224882 3 45518 847165 643
17 43 9 189992 3 76915 854764 644
18 45 9 0 1 NaN 245010 677
19 48 10 219570 3 63897 883127 636
20 50 10 225352 4 12046 830595 632

SUM - - 3552100 61 570623.3 12891002 12711

Tab. 7. Multi-objective metrics obtained for NRGA
Proposed NRGA

Lo . CPU

N K Diversity NOS Spacing MID Time
1 4 2 225456 5 84425 384343 698
2 7 2 0 1 NaN 426051 736
3 9 3 12.9 2 0 488690 719
4 12 3 0 1 NaN 261608 754
5 14 4 175264 3 61479 644425 715
6 17 4 0 1 NaN 235741 766
7 19 4 85795 2 0 652356 729
8 22 5 135464 2 0 611351 737
9 25 5 0 1 NaN 696940 771
10 27 6 303228 4 101673 789287 715
11 30 6 0 1 NaN 245845 761
12 32 6 0 1 NaN 676461 757
13 35 7 166664 2 0 734383 737
14 37 7 0 1 NaN 217202 784
15 39 8 186740 2 0 775834 747
16 41 8 173029 2 0 698443 738
17 43 9 170845 2 0 810799 747
18 45 9 149891 2 0 758514 745
19 48 10 177339 2 0 784194 749
20 50 10 68940 2 0 257215 740

SUM - - 2018668 39 247577 11149682 14845
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Tab. 8. Multi-objective metrics obtained for MOSA

Proposed MOSA
N K Diversity NOS  Spacing MID CPU Time
1 4 2 181279 5 55514 465913 201
2 7 2 455336 7 65886 517690 201
3 9 3 19621 2 0 724960 208
4 12 3 0 1 NaN 1051993 206
5 14 4 0 1 NaN 437662 206
6 17 4 0 1 NaN 908204 215
7 19 4 62318 2 0 280689 206
8 22 5 161940 3 101342 637885 212
9 25 5 79514 2 0 774178 209
10 27 6 55354 2 0 656828 207
11 30 6 161867 4 21648 754252 207
12 32 6 0 1 NaN 4496719 213
13 35 7 81863 2 0 784064 209
14 37 7 0 1 NaN 705376 207
15 39 8 0 1 NaN 1830950 213
16 41 8 0 1 NaN 5987146 213
17 43 9 0 1 NaN 4611612 215
18 45 9 0 1 NaN 2479662 212
19 48 10 0 1 NaN 1332175 210
20 50 10 0 1 NaN 3572368 212
SUM - - 1259092 40 244390 33010326 4182

We note that, while in terms of the diversity and
NOS metrics, bigger values are desired; for
spacing, MID and CPU time, smaller values are
better. Therefore, in general, based on the outputs
in the last row of Tables 6, 7, and 8, it is clear
that NSGA-II shows better performances in terms
of diversity and NOS. Meanwhile, for MID
metric, NRGA, and for spacing and CPU time,

MOSA has better performance. However, when
the metrics are statistically compared, Fig. 15
shows that only in terms of spacing, the
algorithms have no significant differences. This
conclusion is also confirmed at 95% confidence
level based on the results given in Table 9.
Furthermore, Figs. 15 and 16 support this
conclusion as well.

Tab. 9. The P-values of the analysis of variance comparison test

Metric’s name P-value Test results

Diversity 0.005 Null hypothesis is rejected
Spacing 0.216 Null hypothesis is not rejected
NOS 0.045 Null hypothesis is rejected
MID 0.001 Null hypothesis is rejected
CPU Time 0.000 Null hypothesis is rejected

In addition, it should be noted that MATLAB
Software (Version 7.10.0.499, R2010a) [57] was
used to code the proposed meta-heuristic

algorithms, and the programs were executed on a
2.53 GHz laptop with 1 GB RAM.
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6. Conclusion and Future Researches
This paper presented a nonlinear programming
model for designing optimal preventive
healthcare facility networks so as to maximize
participation in preventive healthcare system. The
proposed model incorporated three important
characteristics of the problem, namely elastic
demand, congestion, and user-choice
environment. Although each facility is an M/M/1
queue and the demand decay function is linear in
our model, the proposed methodology can also be
used for M/G/1 queues, where waiting time is an
increasing function of the arrival rate, and for
other monotonically decreasing demand decay
functions. Due to highly nonlinear nature of the
model, we developed an allocation and four
location heuristics. The objective functions
minimized travel and waiting time as well as total
cost, which included establishment and staffing
cost. Subsequently, in view of the fact that PHPs
are basically NP-Hard, three parameter tuned
Pareto-based  multi-objective  meta-heuristic
algorithms, called NSGA-II, NRGA, and MOSA
were proposed to solve the problem. Performance
of the proposed algorithms was then statistically
compared using 20 randomly generated test
problems via five multi-objective metrics.
Finally, based on the obtained results, it was
shown that:

e Performance of the algorithms is similar
based on spacing metric.

o NSGA-II significantly performs better than
the NRGA and MOSA in terms of NOS and
diversity metrics.

e NRGA performance is much better than the
NSGA-II and MOSA in terms of MID
metric.

e In terms of CPU time, while NSGA-II and
NRGA performances are similar, MOSA
outperforms them.

It is clear that by adopting our proposed
methodology in the design of a network of
preventive healthcare facilities, one can minimize
their establishment and staffing costs, as well as
the total time required for the service.
Considering the fact that such factors are directly
related to participation and there are empirical
evidences that the convenience of access plays a
key role in the participation, we can safely say
that its actual implementation could lead to
maximum participation. In short, our findings
provide managerial insights into maximum
preventive healthcare participation achievement
strategy by means of total service time reduction,
attractive facility proximity and its surroundings
on top of cheaper establishment and maintenance
cost.

The followings can be considered for some

relevant future research:

e Use of other queuing disciplines to model
QPHP.

e Adoption of a different QPHP model when
customers encounter multi-echelon queuing
networks.

e Assignments of numerous service rates to the
facilities.

e Employment of a different all-feasible
chromosome representation.

e Exploitation of different multi-objective
solution methodologies. The demand and
service rates can be considered fuzzy inputs
to model a M /M /1 queuing system.
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